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Abstract— Health insurance cross-selling refers to the
practice of offering additional or complementary insurance
products to existing policyholders.  Insurance providers
leverage cross-selling, offering customers additional policies like
dental or life insurance when they already have a basic health
insurance plan. This study is conducted to focus on the
application of machine learning techniques to predict health
insurance cross-selling opportunities among South African
customers. The aim of this study is to develop a cross-selling
predictive machine learning model that can assist health
insurance companies to identify potential customers for cross-
selling probabilities. To achieve this goal, a quantitative
research methodology is adopted, focusing on extracting a
comprehensive dataset of health insurance consumer
information and employing various machine learning
algorithms using the Python programming language, including
Random Forest, K-Nearest Neighbours, XGBoost classifier, and
Logistic Regression algorithms to build the cross-selling
predictive machine learning model. The experimental results
obtained demonstrate the accuracy scores of four different
machine learning algorithms trained using 1,000,000 customer
dataset with 17 features, logistic regression is considered as the
top-performing model. It achieved an accuracy score of 0.83 and
an F1 score of 0.91. The analysis indicates that customers aged
30-60, with prior insurance, and longer service history are more
likely to buy additional health insurance products. The findings
of this research can help health insurers boost revenue by
improving their customer targeting and retention strategies.

Keywords— Cross-Selling, Machine Learning algorithms,
Health Insurance, Prediction, Model training

Health insurance cross-selling is the practice of insurance
companies offering additional insurance products to existing
customers (policyholders), which plays a crucial role in the
business growth and profitability of insurance companies [1].
The aim of this research is to develop a health insurance
cross-selling predictive model using machine learning
algorithms to identify South African consumers who are more
likely to purchase additional health insurance products.

INTRODUCTION

By analysing various consumer attributes, such as
demographics, purchasing history, and socio-economic
factors, the model aims to identify patterns and indicators that
contribute to health insurance cross-selling prediction. The
goal is to assist health insurance companies in planning
targeted marketing campaigns and personalized offers to
maximize health insurance cross-selling success to their
existing customers [1].

The importance of this research resides in its ability to
strengthen the marketing strategies of health insurance
companies for South African consumers. By accurately
predicting health insurance cross-selling, insurers can
identify their potential customers more efficiently, improve
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customer acquisition and retention rates, and increase
business revenue [2].

Additionally, the findings of this study are a valuable
resource for health insurance providers aiming to optimize
their cross-selling predictions in the South African market.
By exploring the factors influencing cross-selling in the
health insurance sector, insurers can gain a deep
understanding of customer behaviour patterns. With this
knowledge, they can make data-driven decisions to improve
marketing strategies, adapt product offerings, and create
customized services that meet the specific needs and
preferences of their target customers. This proactive approach
not only boosts customer satisfaction but also cultivates
stronger and enduring client relationships, ultimately
contributing to the growth and sustainability of the health
insurance industry.

In the realm of financial services, cross-selling has been
explored in various sectors, such as banking and retail, as an
effective strategy to increase revenue and enhance customer
relationships. However, a research gap persists, particularly
in the context of health insurance, especially within the South
African market. This gap highlights the distinct challenges
and opportunities within South Africa's health insurance
industry. This study aims to bridge the gap by leveraging
machine learning models to analyse historical customer data
and predict cross-selling potential to provide valuable
insights for optimizing cross-selling strategies within the
South African health insurance sector. [3].

This research represents a unique opportunity to delve
into an unexplored research area and enrich the existing body
of knowledge. By bridging this research gap, the study aims
to not only fill this void but also to deliver profound insights
that can improve the way for more effective cross-selling
practices in the health insurance industry.

The paper proceeds by first providing a review of related
literature in health insurance cross-selling prediction. It then
outlines the research methodology employed which includes
data collection, data preprocessing, exploratory data analysis,
and feature selection. The paper develops and evaluates four
machine learning models to predict cross-selling potential. It
then outlines the experimental results and concludes the paper
by summarizing and suggesting future research direction.

This study builds upon existing research in the field of
cross-selling prediction and machine learning applications in
the insurance industry. By identifying customers who are
more likely to purchase additional insurance products,
insurers can optimize their marketing strategies and increase
business revenue. In South African insurance companies
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where the insurance market is highly competitive accurate
prediction of health insurance cross-selling becomes
imperative for insurers to stay ahead in the industry [2].

Traditionally, cross-selling has relied on manual
processes and subjective decision-making. However, with the
arrival of machine learning and predictive analytics, insurers
now have the opportunity to leverage data-driven approaches
to identify potential cross-selling opportunities more
effectively [4]. Applying machine learning algorithms enable
the insurance company to analyse large volumes of health
insurance customer datasets and uncover patterns and
insights that may not be covered through traditional methods

[5].
A. Predictive Modelling Techniques

Several studies have investigated the effectiveness of
different predictive modelling techniques to identify potential
cross-selling opportunities within the health insurance
domain. A gradient-boosting algorithm is utilized to predict
the likelihood of customers purchasing additional coverage
based on their historical health claims and demographic
information [6]. Their results demonstrated that ensemble
methods such as gradient boosting outperform traditional
logistic regression models in terms of predictive accuracy.

By exploring the application of machine learning
techniques utilizing gradient bosting model [21]. Their studies
demonstrated the effectiveness of this approach in identifying
potential customers for additional insurance products based on
historical data and customer attributes. Similarly, [22]
employed random forests and neural networks to develop
predictive models for cross-selling health insurance policies.
Their comparative analysis highlighted the importance of
feature engineering and model selection in achieving accurate
predictions.

B. Imbalanced Data Handling

Imbalanced data is a common challenge in cross-selling
prediction, where the number of customers who do not
purchase additional coverage often outweighs those who do
[23]. This issue addressed by applying various techniques,
including oversampling the minority class and using different
evaluation metrics to account for the class imbalance [5].
Their findings highlighted the importance of handling
imbalanced data to prevent biased predictions.

C. Customer Segmentation

Segmenting customers based on their characteristics and
behaviors can enhance the effectiveness of cross-selling
prediction models [1]. Employed unsupervised clustering
techniques to group customers with similar profiles can
significantly improve the accuracy of cross-selling prediction
models by identifying distinct customer segments, enabling
more targeted marketing strategies and  product
recommendations[5]. They then built separate predictive
models for each cluster, leading to more accurate predictions
by capturing the distinct purchasing behaviors within
different customer segments [24].

This study endeavours to fill critical research gaps in the
realm of health insurance cross-selling within the South
African context. While cross-selling has been studied in
various industries, there is gap specifically tailored to the
South African health insurance sector. By employing
machine learning models, this research seeks to pioneer the
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application of advanced predictive analytics techniques for
predicting cross-selling opportunities.

D. Customer Satisfaction

Customer satisfaction is a critical factor in cross-selling
success, as satisfied customers are more likely to consider
additional insurance products. In the study conducted by [25]
sentiment analysis was applied to customer reviews and
feedback to gauge customer satisfaction levels. Machine
learning techniques were then used to identify patterns in
customer sentiments and link them to cross-selling outcomes.

The field of cross-selling prediction in health insurance
has seen significant advancements through the application of
various machine learning techniques. Researchers have
addressed challenges such as imbalanced data, customer
segmentation, and customer satisfaction to enhance the
accuracy and effectiveness of cross-selling strategies,
ultimately contributing to the growth and profitability of
health insurance companies.

This study is intended to contribute significantly to the
existing knowledge base by not only addressing these
research gaps but also by offering valuable insights and
practical applications that can enhance cross-selling practices
in the South African health insurance sector seeking to
optimize their cross-selling efforts using machine learning
algorithms.

I1l. METHODOLOGY

This study adopted quantitative research because it
employs a deductive approach to uncover patterns in human
existence by separating the social realm into measurable
elements known as variables that can be quantified
numerically [7].

A. Quantitative Methodology

The quantitative research method was applied to focus on
investigating the answers to the questions starting with how
many, how much, and to what extent [7]. For this study, health
insurance data was extracted from an open-source database,
focusing on customer behaviour that can be quantified and
patterned to interpret their meanings to create data insights.

Quantitative data is the value of data in the form of counts
or numerals where each dataset has unique numerical data
[8]. This data was statistically analysed to establish the
conclusive results of health insurance cross-selling
prediction. Raw quantitative data was collected and
interpreted using statistical analysis to determine if the
existing health insurance customer will be interested in
purchasing additional health insurance products.

B. Data Collection and Processing

For this research, data collection involved gathering
relevant information about policyholders and insured
members to create a comprehensive dataset. The researcher
was guided by the Machine Learning Lifecycle to build a
Health Insurance Cross-Selling Prediction model.

1) Machine Learning (ML) Lifecycle (8 stages)

The ML lifecycle encompasses various stages that
provide structure to handle data and build a sustainable
machine learning predictive model. The importance of noting
that the specific techniques and algorithms used within each
stage may vary depending on the nature of the health
insurance dataset, the available variables, and the objectives



of the ML project, and the ML lifecycle is iterative, meaning
that the stages are not always strictly sequential [9]. It often
involves iterating through stages multiple times, refining the
model, and improving its performance based on feedback and
new insights gained during the process [9].

Data Collection Model Training o

Stage 3 l Stage 7 l T
Stage 1 Data Preparation Model Evaluation
Business
Understanding Stage 4 l Stage 8 l T
Exploratory Data Prediction
(Deployment)
Stage 5 l

Model Selection

Fig. 1. Graphically Depicts the ML Lifecycle (Source: Researcher)

2) Health Insurance Data Source

The health insurance data collected from the large
insurance company database contains information related to
insurance policies, members, claims, and other relevant
variables.

3) Understanding Health Insurance Data Frame (Dataset)

Table 1 illustrates the features that represent the
individual customers, descriptions, and data type.

TABLE I HEATH INSURANCE DATASET
Variable [ Definition ‘Data Type
[ Unique ID for Customer e.g., 1, 2,3, 4, anorymous data Integer
Gender Gender of the customer D= Other, 1=Male, Z=Female Integer
Age Age of the customer Integer
RegionCode Unique code for the region of the customer Float
RaceCode Different race (Unknown, White, Black, Indian, Coloured)1=Unknown, 2=White, 3=African, | Integer
A=Coloured, S=Asian

Previouslylnsured 1: Customer already has Health Insurance, 0: Customer does not have Health Insurance Integer
InitialSumAssured An original fixed amount that will be paid to the nominee Foat
CurrentsumAssured A current fived amount that will be pald to the nominee Float
Monthlyincame Current customer monthly income Float

MonthhyPremism
AnnualPremium

Float
Float
Integer
Integer

Amount eustomer needs to pay every month for Health Insurance

Amount eustomer needs o pay a3 3 premium in the year for Health Insurance

Number of days, the customer has been associated with the compary

1= Customer uses Internal Health Insurance product, D=Customer uses external Health
Insurance product

1= Active, DsInactive

1=Customer has Comprehensive Health Insurance cover, 2= Customer has Accident Only
cover, 3= Customer has Standard cover

1= Health Insurance condition is Compulsory, O=Health Insurance condition is Optional
1: Customer is perceived to be interested, 0: Customer is perceived not to be interested

4) Data Collection Method

The dataset was collected from the large database by
writing an SQL query to select health insurance customer
records from various database tables into one table created in
the staging database and selecting the top 1,000,000 records.
The extracted dataset contains 1,000,000 records, with 17
features, reflecting diverse individuals and their respective
insurance policy information. The dataset was anonymized to
comply with privacy regulations (POPIA) and ensure the
security and confidentiality of customer information.

Vintage
InsurerType

PolicyStatusType

ProductTypeType Integer

InsuranceCondition
Response

Integes
Integer

Iu: RE HREE9®"n waunelsz

5) Jupiter Lab and Python Programming

The extracted dataset was imported using the Python
Pandas library in Jupiter Lab to train a model. The extracted
dataset was viewed by selecting the top 10 records to ensure
that the fields and features were imported successfully. Table
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2 illustrates the dataset before the cleaning process
commenced.

TABLE 1.

TRAINING DATASET BEOFRE CLEANING PROCESS

o

[
[
o
5
o

The dataset shape refers to the dimensions or structure of
the dataset, specifically the number of rows (instances) and
columns (features) it contains.

Table 3 shows this study’s training and validation dataset
shape.

TABLE IIl. TRAINING AND VALIDATION DATASET SHAPE
Training dataset shape Validation dataset shape
Numbar of Rows 1000 000 1000 000
Number of Columns 17 16

6) Health Insurance Data Preprocessing

Data preprocessing is a critical step in the data analysis
and machine learning pipeline that involves cleaning,
transforming, and preparing raw data to make it suitable for
further analysis or modelling [10]. In the process, the Python
code was used to remove duplicates, correct inaccuracies, and
address data entry errors.

All missing values were handled by applying the
techniques used including imputation (replacing missing
values with estimated ones) or removing rows/columns with
missing data. The extracted dataset was split into training and
testing subsets to evaluate the model’s performance
effectively.

After performing the data preprocessing step, the selected
health insurance dataset records were eliminated and
dropped, meaning that the dataset shape has changed and is
illustrated in Table 4.

TABLEIV.  TRAINING DATASET SHAPE
Dataset Shape after Cleaning and Preprocessing
Number of Rows 713538
[Number of Colurms 17

For the training dataset, the top 10 records were selected
after the data cleaning and pre-processing process. The
following table 3 illustrates that the data was now cleaned and
ready for model training.

TABLE V. TRAINING DATASET AFTER CLEANING PROCESS
Gender | Region | Race [Previously|  nitial Currest | Manthly | Monthly | Annual [insures| Policy | Insrance[Resp
Code | Codde | insured | SumAsssed | Income | Presmium | Premium Type | Type | Condition
T i 43 P 1 1109 0THE1 | 759 TTASD |14 50000 MOT.04 | 819000 Pl i 3 i o
10 2 56 150 3 1 301 754.35 | 257 398.73 |15 88025] 61849 | 710665 a 1 1 a o
15, 1 31 157 4 1 823586.79 | B3 98679 | X5 750.00] 5 12 1 1 1 o
0] 1 40 | Si) 3 1 83370445 | PS5 578 7L (S0 PEATS| P6742 | £ 06135 15 1 1 1 o
13 Fl 46 | 4085 3 1 £53 35180 | 653 25180 |37 30387| 0046 | 793RT77 b 1 1 L] o
Pt 2 52 1618 3 1 FATOT206 | 67228038 |F931359) 2 B4T.SS | 16 G80.11) 15 1 1 a o
C. Exploratory Data Analysis (EDA)

The EDA process, which forms part of the data pre-
processing process, was followed [11] to emphasize the



importance of data exploration in thoroughly understanding
and analysing the extracted dataset. During EDA, the
researcher explored the health insurance dataset extracted
from the Large Insurance Company database. This involved
assessing factors like the dataset’s size, column count, and
variable data types, as well as conducting descriptive
analyses, examining distributions, and correlations, and
creating data visualizations. EDA is a crucial step in the data
analysis process that involves exploring and summarizing the
main characteristics of a dataset to gain insights and better
understand its underlying patterns, trends, and potential
issues.

1) Summary Statistics

Summary statistics refer to computing basic statistical
measures, such as count, unique, top, and frequent values for
each variable (Table 6).

TABLE VI. SUMMARY STATISTICS
No# Feature namas. count unigue top freq
1 D 1000 000 1000 000 1 1
2 Gender 1000 000 ] 1 522 163
3 Age 1000 000 63 40 43139
a RegionCode 1000 000 1738 a 25 804
5 RaceCode 1000 000 3 3 501164
6 Freviouslylnsured 1000 000 2 1 998 348
7 InitizlSumAssured 1000 000 74430 424963 230
8 CurrentSumAssured 1000 00O 72887 1500000 253242
3 Monthlylncome: 1000 000 77501 180973
10 MonthlyPremium 1000 000 47754 o 123371
n AnnualPremium 1000 00O 65 3208 a 105 109
12 Vintage 1000 000 30 2 67431
13 InsurerType 1000 000 1 1 1000 000
1 PraductType 1000 000 3 1 545 285
15 PolicyStatusKey 1000 000 2 1 874604
16 InsuranceCondition 1000 000 2 1 505 773
17 Fesponse 1000 000 2 0 531591

2) Descriptive Statistics and Distribution

Descriptive statistics and distribution are important
components of Exploratory Data Analysis (EDA) that help in
understanding the main characteristics of a dataset and how
its values are distributed across various variables.

Table 7 shows the descriptive statistics and distribution of
the health insurance records selected.

TABLE VII.  DESCRITIVE STATISTICS AND DISTRIBUTION
No# count mean st min 5% 50% 75% max
1 ID 1000 000 500 001 283675 1 250001 | 500001 750 000 1000 000
2 Gander 1000 000 1 1 0 1 1 2 2
3 Age 1000 000 44 3 [ 37 43 50 B2
RegionCade 1000 000 3515 2858 [ 1453 3130 €211 9932
RaceCode 1000 000 3 1 [ H 3 H H
i 1000 000 1 0 [ 1 1 1 1
InitialSumAssured 1000 000 631557 375418 EEH 339187 | 564474 757 006 © 045 003
8 | CurrentSumAssured 1000 000 566 008 382136 120 849 336604 | 514533 725175 3500000
9 Wonthlylncome 1000 000 20723 26276 0 6762 16862 27562 2763 208
10 WionthiyPremium 1000000 551 296 0 233 439 747 7533
11 AnnualPramium 1000 000 6425 5657 0 2801 S11a 5613 86617
12 Vintage 1000000 9 3 1 4 8 14 30
1z InsurarType 1000 000 T 0 T 1 1 1 1
14 ProductTyps 1000 000 2 1 1 1 1 3 3
15 FolicyStatuskey 1000 000 1 0 0 1 1 1 1
16 | InsuranceCondition 1000 000 1 0 0 [ 1 1 1
17 Respanse 1000 000 0 0 [ [ [ 0 1

3) Correlation

The correlation refers to the statistical relationship
between two or more variables [12]. It measures the strength
and direction of the linear association between variables,
indicating how changes in one variable are related to changes
in another variable. In a correlation process, statistical
measurements are made to describe how much two variables
are linearly related to one another and to determine whether
two variables are correlated when both move in the same
direction.
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The following figure shows the Pearson correlation of 17
features on how data were correlated in this study.

Pearson correlation of Features

o [ 2002385205 05 nom2s0 sanrs0a0082 00040005 consm vanssaoms 000130 000 dacsmasose

racecode socemonnss 1o [ai [ soonconis coes ovu o wom fmase 01| 516 aasoss
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e
-

ases ooots wos 032 oae anss oors [

0,0D0790,00110.00069 00011

o1 00052 017 0004

urrentsumasswred 000400093 021 0.075 0062 00014 035 00083 DS 000SE 04

00018 9.022 D097 20011

a2 [ 00ms aonzs

azs [B8H) oen noms

Montniyincome 0.000620.0008 0052 0.08
Mantlypremium 000046000012 833 | 00061
Annualpremum -0.00055.,00031 833 | 0.0077

\intage 00015000027 014 8003

029 o780

20038
Insurertype

017 000029 023 035 00019 027

o1 0001100852 0083 8822 m&fy sore

015 000069 17 0063 (0097 0.083 0.8 0.21

proauctryne -0.0013000025 JIERRN ‘a1z T (s
PolcyStatuskey 000054100074 0,058 0.0051
InsuranceConditon -0 0009100029 MBS 0011

Respunse 0000350013 0.0054 0.0003 000064 00011 0004 00GS6 DOOLL 00026 00023 0.0038

Fig. 2. Pearson correlation of 17 features (Source: Researcher)

4) Data Visualization

Data visualization is the graphical representation of data
and information using visual elements such as charts, graphs,
maps, and infographics [13]. Data is presented in graphically
using features that affect the target variable. In this study, the
data has been presented through different visual elements to
ensure that the extracted health insurance dataset is
distributed correctly. This process helped the researcher to
explore the data, uncover patterns, identify outliers, and
communicate the study’s findings effectively.

The following figure illustrates gender count, which
includes Other, Male, and Female in a bar graph and pie chart
depicted in percentage. The Gender attribute has been defined
numerically as follows: 0 = Other, 1 = Male, and 2 = Female.

Count of Gender
Percantage of Gender

Fig. 3. Gender Counts (Source: Researcher)

The above bar graph shows that the dataset contained
more records where the Gender Count is male than female.

The following figure presents the age versus response
curve graph, illustrating that customers between the ages of
25 and 60 are more likely to be interested in purchasing
additional health insurance products compared to younger
than 30-year-old customers.
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The following figure shows the vintage response, which
is the number of days that customers have been associated
with the company.

Fig. 4. Age vs. Response (Source: Researcher)

Fig. 5. Vintage Response (Source: Researcher)

The following figure shows the percentage of previously
insured versus not insured customers. The analysed data
shows that previously insured customers are more likely to
respond to additional health insurance products compared to
customers who have not been previously insured.

Percentage of Previously insured and not insured Customers

Yes

Fig. 6. Percentage of Previousely Insured vs. Not (Source: Researcher)

D. Feature Engineering

Feature engineering is the process of creating new or
modifying existing features (variables) from the raw data to
improve the performance of machine learning models and
data analysis tasks [14]. For feature engineering in this study,
the Correlation Analysis method was used. Correlation
analysis is a statistical technique used to quantify the degree
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of association or relationship between two or more variables
[14]. 1t helps to understand how changes in one variable relate
to changes in another. For feature selection, the following
steps have been applied using Python code:

Calculate the correlation matrix between all features
and the target variable.

Filter the correlation values related to the target
variable.

Sort the features based on their correlation with the
target variable (in descending order).

e View the features and their correlation values.

E. Model Selection

Model selection is the process of choosing the most
appropriate machine learning algorithm or model for a
specific task or dataset [15].

Model selection involves evaluating different models,
comparing their performance, and selecting the one that best
fits the data and yields the most accurate predictions.

The following shows the machine learning algorithms
selected, trained, and evaluated to build a cross-selling

predictive model.
Machine Learning
Algorithms

Random Forest K-Nearest Neighbours XGBoost Classifier Logistic Regression
Combemes multple Predictions use majority class Powerful gradient boosting A statistical regression model
decisi o make ork: hbors' average for top-notch clessfication used for binary classification
‘better ions i in classification and using decision trees and tasks that estimate the
classificanion and regressica. boostmg techmiques. probability of an instance
regression tasks. beloagmg to a parncular class.

Fig. 7. Machine Learning Algorithms (Source: Researcher)

F. Model Training and Evaluation Model Training

Machine learning model training refers to the process of
teaching machine learning algorithms to recognize patterns
and make predictions based on input data [16]. Model
evaluation metrics are used to assess the performance of an
ML model and measure how well it generalizes to unseen
data, and the choice of evaluation metrics depends on the
specific task and the nature of the problem being solved [17].

Below are some commonly used evaluation metrics for
different types of ML models which have been outlined and
provided examples for each metric.

1) Confusion Matrix

A confusion matrix is a table used to evaluate the
performance of a classification model. It is particularly useful
for binary classification problems where there are only two
classes (Predicted Positive and Predicted Negative).

TABLE VIIl. CONFUSION MATRIX TABLE

Actual
Negative

True Negative(TN) False Positive (FP)

Actual Positive | False Negative (FN) True Positive (TP)

2) Model Evaluation Metrics



Model evaluation metrics are used to assess the machine
learning model's performance and measure. The following
equations were used [17][18]:

True Posivitives

Precision = — )
True Posivitives + False Positives

True Positives

Recall =
True Positives + False Negatives

2 x Precision x Recall
F1 Score =

Precision + Recall

IV. EXPERIMENTS, RESULTS, AND DISCUSSION

The researcher conducted an experiment to predict cross-
selling opportunities for health insurance products using
machine learning techniques. The goal was to develop a
predictive model that could identify customers who are more
likely to purchase additional coverage based on their
historical behaviours, demographics, and engagement with
the insurance provider.

The results obtained from each machine learning model
are as follows:

TABLE IX.

RANDOM FOREST

0.793406

[[141114, 7077], [28706, 1488])
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chosen to be the best for building a Health Insurance Cross-
Selling Prediction model.

The following graphically depicts the comparison of the
machine learning algorithms.

Count of Responses
Percentage of Response class

200000

Response

Fig. 8. Machine Learning Algorithms Comparison(Source: Researcher)

TABLE XIIl.  MACHINE LEARNING ALGORITHMS PERFORMANCE
No Machine Learning Algorithms
Model Name Accuracy Score F1-Score
1 Random Forest 0.799406 0.89
2 K-Nearest Neighbours 0.806755 0.89
3 XGBoost classifier 0.820642 0.89
4 Logistic Regression 0.830737 091

Bracision Fl-5c0me Support
148141
30194
178385
18RS

1783ES

085
017

095
0.05

0.8
0.08
0.80
048
078

0.50
072

050
080

TABLE X. K-NEAREST NEIGHBOUR (KNN)

TABLE XI.

XG BOOST CLASSIFIER

0820642

(148166, 251 [30186, 8]
Fi-Scare Support

Precision Recall

082
073

1.00
0.00

148191

30194
178385
178385
178385

Accuracy
Macro Avg
Welghted Avg

054
073

.50

TABLE XIl.  LOGISTIC REGRESSION

0830737

11148166, 251, [30185, 811
Fl-Scare Sapport

1.00
0.00

031
0.00

148191

083
0.45
075

0.50
0.83

Among the algorithms, Logistic Regression showed the
best overall performance, achieving an accuracy of 0.83 and
an F1 score of 0.91. Thus, the logistic regression model is
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Interpretation of the F1-Scores for the above four models
in table 14, Among the four models evaluated, the Logistic
Regression model stands out with the highest F1-Score of
0.91, indicating its superior balance between precision and
recall. This implies that it excels in correctly identifying
positive instances while keeping false positives and false
negatives to a minimum. In contrast, the Random Forest, K-
Nearest Neighbours (KNN), and XGBoost Classifier all
exhibit an F1-Score of 0.89, demonstrating similar
performance in terms of accurately classifying positive
instances and maintaining a balance between precision and
recall. While these models are effective, the Logistic
Regression model appears to offer a slightly better overall
classification performance.

A. Equations

For the Logistic Regression, the following equations were
used [19]: Using Logistic Regression with two variables
where one is the dependent variable (YY) and the other is the
independent variable (X). Using Equation 1 to describe the
relationship between X and Y where Y is binary.

1
14e—(00+01X1+62X2+.+0nXn)

hO(X) =

(1)

Logistic equation he(X) predicts the probability of a
binary outcome (0 and 1) being based on the input variables
X1, X5, ...X, and associated coefficients 6y, 64,6, 6,. This
equation uses the logistic (sigmoid) function to model the
relationship between the predictor variables and the
probability of the binary outcome being 1.

Equation 2, called the sigmoid function known as a
logistic function, is a mathematical function that maps any
real-valued number to a value between 0 and 1. It is an
essential component of logistic regression and other ML
algorithms used for binary classification.



1
1+e~2

o(z) = )

The sigmoid function is used to transform the log odds (z)
into a cross-selling probability value between 0 and 1.

Equation 3 is the linear combination of predictor
variables, used as an input to the logistic function.

f(x) = Bo+PiXy + +B2 X7 + - +B X
Bo is the intercept term.

B1, B2, ..., Pr are the coefficients of the predictor variables xi,
X2, veuy Xrt

®)

The four distinct machine learning models—Random
Forest, K-Nearest Neighbours, XGBoost Classifier, and
Logistic Regression—were trained and evaluated to assess
their performance and select the most suitable model for
building a predictive ML model [20]. The results of the health
insurance cross-selling prediction utilizing machine learning
revealed that after a comprehensive evaluation of four distinct
machine learning models, logistic regression emerged as the
top-performing model. It achieved an impressive accuracy
rate of 0.83 and an F1 score of 0.91, solidifying its position as
the optimal choice for predicting health insurance cross-
selling.

The analysis of the health insurance dataset delved into
the factors influencing customer behaviors. It was evident
that individuals aged between 30 and 60 are more inclined to
purchase additional health insurance products, indicating the
significance of age as a predictive variable. The duration of a
customer’s association with the company, known as
“Vintage”, emerged as a pivotal factor, with higher Vintage
values correlating with a high probability of purchasing
additional health insurance. The results revealed that the
customers with a history of prior insurance coverage
demonstrated that they might be interested in purchasing
additional health insurance products, highlighting the value
of historical data in the prediction model.

The study also emphasized the key features that
significantly impact the prediction model, including Gender,
Age, Previously Insured status, Monthly Income, Monthly
Premium, and Annual Premium.

V. CONCLUSION

In conclusion, research highlights the remarkable
potential of machine learning algorithms to analyse health
insurance datasets to determine cross-selling probabilities.
The availability of vast customer data in this industry presents
a unique opportunity, one that machine learning models are
exceptionally well-suited to exploit. With massive amounts
of customer data available in the health insurance sector,
machine learning models analyse the data to identify patterns,
behaviours, and preferences, thereby help identifying
potential customers who may be interested in purchasing
additional insurance products. By leveraging predictive
machine learning models for cross-selling in health
insurance, these algorithms accurately predict the likelihood
of a customer’s interest in purchasing additional products,
enabling insurance companies to personalize their cross-
selling efforts.

As the industry evolves, the adoption of machine learning
algorithms becomes increasingly vital, promising to drive
innovation, efficiency, and customer satisfaction. In essence,
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the utilization of machine learning in analysing health
insurance datasets for cross-selling probabilities is not just a
choice but a strategic imperative that ensures the industry
remains competitive, adaptive, and capable of meeting the
evolving needs of its customer, thereby optimizing and
increasing business revenue. Future research could focus on
incorporating the health insurance cross-selling prediction
findings.
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