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Abstract—The rise of social media platforms has revolutionized 

the way consumers interact with retailers and express their 

opinions on products and services. Online retailers particularly 

need to keep a close eye on customer sentiment in real-time to 

make informed decisions about their offerings and improve 

customer satisfaction. However, efficiently analysing large 

volumes of unstructured text data from social media in real-time 

poses a significant challenge. This research aimed to develop a 

scalable, real-time sentiment analysis system tailored for online 

retailers using Reddit as the data source. The system comprises 

three main components: a data extraction and streaming 

pipeline, a sentiment analysis model, and a web application with 

real-time analytics. To address the data extraction challenge, a 

job queue-based system was implemented using Node.js, 

‘BullMQ’, and Redis to create and manage campaigns for data 

streaming from Reddit. The data was streamed using Kafka, a 

distributed streaming platform, to enable efficient real-time 

processing. The sentiment analysis model was developed using a 

Naive Bayes classifier after experimenting with other machine 

learning and deep learning techniques. In the conducted study, 

the sentiment analysis model's performance was evaluated using 

standard metrics tailored to the context of online retail 

sentiment analysis. An accuracy of 0.6737 was achieved, 

reflecting the model's ability to correctly classify approximately 

67.37 per cent of the sentiments in the test data. Concurrently, 

an F1 score of 0.7894 was recorded and the Area Under the 

Curve (AUC) value on the test data was measured at 0.5468, a 

metric that, while acceptable, suggests room for further 

refinement in the model's discriminatory ability between 

classes. The integration of the Data Version Control (DVC) 

system provided a mechanism for fine-tuning the model 

according to specific data requirements of various tenants. 

These results, taken together, not only validate the feasibility of 

employing a Naive Bayes classifier for real-time sentiment 

analysis in the retail context, but also provide a baseline for 

future research aimed at enhancing both the accuracy and 

efficiency of sentiment classification. The project’s evaluation 

focused on the performance of the sentiment analysis model, the 

efficiency of the Kafka streaming and real-time Spark pre-

processing pipeline, and the backend infrastructure, including 

the job queuing system and WebSocket implementation. 

Various evaluation techniques, such as graphs and literature 

comparisons, were used to assess the system’s performance. In 

conclusion, this project successfully demonstrated the feasibility 

of a scalable, real-time sentiment analysis system for online 

retailers using Reddit data. The system has the potential to help 

retailers better understand customer opinions and make data-

driven decisions for their businesses. Future work could include 

exploring alternative data sources, experimenting with more 

advanced sentiment analysis techniques, and enhancing the web 

application’s user interface and analytics capabilities. 

 

 

I. INTRODUCTION 

In the retail industry, where online conversations and social 

media platforms play an increasingly critical role in shaping 

consumer opinions and purchasing decisions, sentiment 

analysis has become a pivotal tool for businesses. The 

traditional methods of capturing customer sentiment, such as 

surveys and manual analysis of customer reviews, have 

proven inadequate to meet the real-time demands of today's 

retail landscape [14].  
 

With the proliferation of platforms such as Twitter, 

Facebook, and Reddit, customers are freely expressing their 

thoughts and feelings about products and services [24]. These 

platforms generate an enormous volume of data, rich in 

authentic sentiment, yet challenging to harness effectively. 

Existing sentiment analysis systems have found it 

increasingly difficult to keep pace with the speed, volume, 

and complexity of this data [28]. They often struggle with 

accuracy, real-time processing, and adaptability, especially 

when considering the multifaceted nature of a multi-tenant 

environment. 
 

The ability to analyse sentiment in real time provides 

retailers with immediate insights into customer preferences, 

trends, and potential areas for improvement. It not only 

allows them to respond quickly to market dynamics, but also 

to tailor their offerings more precisely to consumer needs. 

However, the sheer diversity and scale of online 

conversations necessitate more advanced, scalable, and real-

time sentiment analysis systems specifically tailored for the 

retail industry [1]. 
 

The problem is further compounded in a multi-tenant 

context. In sentiment analysis, "tenants" refer to distinct 

entities within a system, such as individual retailers or larger 

organizations, each operating within isolated environments, 

with unique data requirements and permissions. The 

traditional methods are even more limited in such contexts, 

failing to capture the ever-changing dynamics and failing to 

scale effectively. 
 

The urgent need for innovation in this field, coupled with 

the specific challenges of multi-tenancy, underscores the 

necessity for a robust, flexible, and real-time sentiment 

analysis system in modern retail. Such a system should not 

only adapt to the unique needs of each tenant, but also handle 

the massive and heterogeneous data generated online, 

enabling retailers to tap into the authentic sentiments of their 
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customer base, thus driving informed and timely business 

decisions. 
 

To address these multifaceted challenges, this project 

introduces an innovative approach that utilizes Data Version 

Control (DVC) and a robust job queuing system. The 

integration of DVC ensures that the sentiment analysis 

models are adaptable to the specific needs of each tenant. By 

providing a flexible framework for versioning data and 

models, DVC allows individual tenants to fine-tune and adapt 

the system to their unique requirements. This guarantees that 

sentiment analysis is not only targeted and relevant, but also 

continually aligned with the evolving data needs and market 

conditions of each tenant. 
 

Complementing the adaptability provided by DVC, the 

incorporation of a robust queuing system adds a layer of 

efficiency and scalability to the sentiment analysis process. 

By managing the requests and processing from multiple 

tenants systematically, the queuing system ensures that each 

tenant's demands are handled promptly and fairly. This 

creates a seamless experience, even when dealing with high 

volumes of data from various sources, thus allowing real-time 

sentiment analysis across different tenants without 

compromising responsiveness. 
 

In combining DVC with a queuing system, this project 

presents a novel solution to the multi-tenancy issue in real-

time sentiment analysis. It acknowledges the unique 

characteristics of each tenant, providing a system that is both 

customizable and scalable. The flexibility to adapt to 

individual needs, along with the capability to handle diverse 

data streams in real time, positions this approach at the 

forefront of modern retail sentiment analysis. It offers a 

pathway to more genuine and timely insights into customer 

feelings, trends, and concerns, tailored to the specific context 

of each tenant. This is a crucial step towards a more 

connected, agile, and responsive retail industry, leveraging 

the vast opportunities presented by online platforms and 

social media channels. 

 

II. LITERATURE REVIEW 

In this literature review, the relevant literature in the areas of 

sentiment analysis techniques, real-time data processing, and 

the integration of technologies such as Kafka and Spark for 

building scalable, real-time sentiment analysis systems are 

explored. The importance of model management and 

scalability in the context of large-scale sentiment analysis 

systems are examined. The insights gained from this 

literature review help guide the design and implementation of 

our system, as well as inform future research directions in this 

domain. 
 

A. Rule-Based Approaches 

Rule-based sentiment analysis techniques rely on a set of 

manually crafted rules, lexicons, or patterns to identify 

sentiments in text data [34]. These approaches typically 

involve the use of sentiment lexicons, which are dictionaries 

containing words or phrases along with their associated 

sentiment scores (positive, negative, or neutral). Some well-

known sentiment lexicons include ‘SentiWordNet’ [11], 

VADER [17], and LIWC [21]. 
 

While rule-based approaches are easy to implement and 

can produce interpretable results, their performance is often 

limited by the quality and coverage of the sentiment lexicons 

used. These approaches also struggle with handling the 

nuances of natural language, such as sarcasm, idiomatic 

expressions, and context-dependent sentiment [21]. 
 

B. Machine Learning Approaches 

Machine learning-based sentiment analysis techniques rely 

on training models using labelled data to classify text as 

positive, negative, or neutral [11]. These approaches can be 

further divided into supervised learning, unsupervised 

learning, and semi-supervised learning methods [8]. 
 

Supervised learning methods, such as Naive Bayes, 

Support Vector Machines (SVM), and Decision Trees, have 

been widely used for sentiment analysis [26]. These methods 

require large amounts of labelled training data, which can be 

time-consuming and costly to obtain. 
 

Deep learning methods, such as Convolutional Neural 

Networks (CNN) and Recurrent Neural Networks (RNN), 

have gained popularity in recent years due to their ability to 

capture complex relationships and dependencies in text data 

[19]. These methods have achieved state-of-the-art 

performance in various sentiment analysis tasks, but they 

often require large amounts of training data and 

computational resources [3]. 
 

As the size of the training data increases, the accuracy of 

the model tends to improve. However, there may be 

diminishing returns in accuracy beyond a certain point, and 

the cost of obtaining and processing additional data may 

become prohibitive. These trade-offs should be carefully 

considered when designing a machine learning-based 

sentiment analysis system. Unsupervised learning methods, 

such as clustering and topic modelling, can be used to analyse 

sentiments in the absence of labelled data [25]. However, 

these methods often produce less accurate results compared 

to supervised and deep learning methods, and their 

applicability to specific sentiment analysis tasks may be 

limited [8]. 
 

C. Apache Kafka 

Apache Kafka is a distributed streaming platform that is 

designed for high-throughput, fault-tolerant, and scalable 

data streaming [10]. Kafka is widely used for building real-

time data pipelines and streaming applications, such as log 

aggregation, event-driven architectures, and stream 

processing [22]. Some key features of Kafka include a 

publish-subscribe model, fault tolerance, and horizontal 

scalability, which make it suitable for large-scale, real-time 

data processing tasks [20].  
 

Kafka has been adopted by various companies to address 

their real-time data processing needs. For instance, Uber uses 

Kafka to manage the high volume of events generated by its 

ride-sharing platform, such as driver location updates, ride 

requests, and fare calculations. Kafka enables Uber to process 

these events in real-time and maintain a highly responsive 

system [13]. 
 

D. Apache Spark 

Apache Spark is an open-source, distributed computing 

system that provides a unified framework for big data 
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processing, including batch processing, interactive queries, 

streaming, and machine learning [36]. Spark’s in-memory 

processing capabilities, combined with its support for fault-

tolerant data processing, make it well-suited for real-time 

sentiment analysis tasks [27]. 
 

Spark Streaming is a component of Spark that enables 

the processing of real-time data streams. It divides the input 

data into small batches and processes them using Spark’s core 

engine, which allows for the same code to be used for both 

batch processing and real-time streaming applications [36]. 

Several studies have demonstrated the effectiveness of using 

Spark Streaming for real-time sentiment analysis tasks, 

including Twitter data analysis [32] and online review 

analysis [5]. 
 

E. Model Management and Scalability 

As the volume of data and the complexity of machine 

learning models continue to grow, there is an increasing need 

for systems that can manage and scale machine learning 

models efficiently. Data Version Control (DVC) is an open-

source tool that enables version control and collaboration for 

machine learning projects [31]. DVC allows users to track 

changes to their datasets and models, share and collaborate 

on model development, and reproduce experiments easily 

[31]. 
 

In the context of large-scale sentiment analysis systems, 

DVC can be used to manage and share models across multiple 

tenants, allowing for the fine-tuning of models based on 

individual data requirements. This can help ensure that the 

system remains scalable and adaptable as new data and 

requirements emerge. 

 

III. RESEARCH METHODOLOGY 

In this section, the research process employed is outlined. To 

achieve the research goal, an experimental approach was 

carried out and consisted of the following main steps: (1) the 

‘BullMQ’ job queue was implemented for managing 

campaign data streaming tasks, providing a robust and 

efficient solution for handling multiple tenants (2), for data 

collection, a labelled dataset of comments and reviews related 

to retailers’ brands was obtained (3), and the Naive Bayes 

classifier was chosen for the sentiment analysis model due to 

its simplicity and suitability for real-time processing. 

However, it is worth noting that Support Vector Machines 

(SVM) was also explored during the project. 
 

After collecting and pre-processing the data, they were 

processed by machine learning techniques. The accuracy of 

the sentiment analysis model was evaluated. The choice of 

steps followed was justified by the need for a real-time, 

scalable, and accurate sentiment analysis system. 
 

A. High-level Architecture 

The high-level architecture proposed for the real-time 

sentiment analysis system is designed to ensure efficient data 

processing, seamless component interaction, and scalability. 

The architecture is composed of several interconnected 

components, each responsible for a specific aspect of the 

system’s functionality. 
 

1. Data Extraction Component: This component is 

responsible for extracting relevant data from Reddit threads. 

The data extraction process uses Reddit’s API to stream 

comments. 
 

2. Data Streaming Component: The data streaming 

component uses Apache Kafka to manage the flow of data 

from the extraction component to the processing component. 

Apache Kafka enables efficient and fault-tolerant data 

streaming, ensuring that large volumes of data can be handled 

in real-time. 
 

3. Data Processing Component: The data processing 

component leverages Apache Spark to perform necessary 

transformations and prepare the data for sentiment analysis. 

Spark’s in-memory data processing capabilities allow for 

rapid processing and analysis, facilitating real-time sentiment 

scoring. 
 

4. Sentiment Analysis Component: This component employs 

machine learning algorithms and natural language processing 

techniques to evaluate and quantify the sentiment scores of 

the extracted data. The sentiment analysis model is trained on 

a labelled reviews dataset. 
 

5. Data Storage Component: The processed data and 

sentiment analysis results are stored in Postgres to ensure that 

data is readily available for retrieval and further analysis. 
 

6. User Interface Component: The user interface component 

provides a user-friendly dashboard or web application that 

allows users to view real-time sentiment analysis results and 

interact with the system. The interface presents data in a 

visually appealing and comprehensive format, enabling users 

to easily interpret and analyse sentiment trends. 
 

B. Data Pipeline Design 

The focus of the data pipeline design is to create a robust and 

scalable pipeline capable of handling real-time data from 

Reddit, processing it efficiently, and delivering the results to 

the user interface. The primary goal is to ensure the seamless 

flow of data from the source to the end-user while 

maintaining system performance and ensuring fault 

tolerance. 
 

To achieve this, Apache Kafka was chosen as our data 

streaming platform for its high throughput, fault tolerance, 

and horizontal scalability, making it an ideal choice for large-

scale real-time data processing tasks [4]. By utilizing Kafka’s 

publish-subscribe, the flow of data between different 

components of our system becomes manageable. This allows 

for a separate data ingestion, processing, and delivery, 

making the pipeline more modular and easier to maintain. 
 

The pipeline starts with ingesting comments from a 

designated Reddit thread using the ‘Snoowrap’ API. After 

ingesting the data, it is then sent to Kafka, where it is stored 

in a topic. Kafka’s ability to handle multiple topics 

simultaneously [13] allows our system to easily scale to 

accommodate more data sources, or process data from 

multiple Reddit threads concurrently. 
 

To process the data and perform sentiment analysis, the 

pipeline was integrated with Apache Spark. Spark’s ability to 

handle large volumes of data and its in-memory processing 

capabilities made it an ideal choice for real-time sentiment 

analysis tasks. Spark was used to clean the data, pre-process 
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it, and apply the sentiment analysis model. Once the data is 

processed, the resulting sentiment scores are stored in a 

PostgreSQL database. 
 

Finally, the processed data is sent to the user interface 

through a WebSocket connection, ensuring real-time updates 

for the end-users. This modular design gives a clear 

separation between the different components of the system, 

allowing for easy troubleshooting and maintenance. This 

design approach enables future improvements and 

adaptability, ensuring the system remains relevant and 

effective as new data sources and processing techniques 

emerge. 
 

C. Sentiment Analysis Model Selection 

Several factors were considered when selecting the most 

appropriate sentiment analysis algorithm for the project, 

including model complexity, computational efficiency, 

scalability, and interpretability. The real-time nature of the 

application was also considered, which required processing 

and analysing large amounts of textual data from social media 

platforms such as Reddit. Various machine learning 

algorithms commonly used for sentiment analysis, such as 

logistic regression, support vector machines, and deep 

learning models, were reviewed initially. However, it was 

found that some of these algorithms could be too complex 

and computationally expensive for the real-time application 

[35]. 
 

The Naive Bayes algorithm was identified as a strong 

candidate due to its simplicity and computational efficiency 

[6]. The algorithm assumes that each feature, such as a word 

in the text, is independent of the others, making it more 

accessible for integration into the data pipeline [12]. The 

Naive Bayes classifier has been effective in various text 

classification tasks, including sentiment analysis. Although it 

may not be the most accurate classifier available, it provides 

a reasonable trade-off between accuracy and computational 

complexity. The algorithm is scalable and capable of 

handling large datasets with many features, making it suitable 

for processing the vast amount of textual data generated by 

social media platforms such as Reddit. The model can also be 

easily updated with new data, allowing it to adapt to changing 

trends and patterns in sentiment. Finally, the interpretability 

of the Naive Bayes model, which assigns probabilities to each 

class based on the observed frequencies of words [12] in the 

training data, was also considered. This interpretability can 

help understand the underlying patterns in the data and 

improve the model if necessary. 
 

After evaluating these factors and considering the 

specific requirements of the real-time sentiment analysis 

application, the Naive Bayes algorithm was selected as the 

most suitable model for the project. 
 

D. Data Storage Component 

Considering the potential for scalability and the addition of 

new tables in the future, the choice to use an SQL based 

database over Cassandra was carefully considered. While 

Cassandra is known for its exceptional scalability and high 

write performance, it sacrifices certain features that are vital 

for the project’s requirements. One of the main strengths of 

SQL databases is their support for complex querying and data 

manipulation tasks. As the project grows and new tables are 

introduced, the ability to perform complex queries, join 

tables, and create relationships between them will become 

increasingly important. SQL databases offer these 

capabilities inherently, while NoSQL databases such as 

Cassandra have limitations when it comes to handling 

complex queries and joining multiple tables [7]. 
 

Moreover, SQL databases provide strong consistency 

guarantees [7], which are crucial for maintaining data 

integrity and ensuring the reliability of the analysis results. 

Although Cassandra is highly available and can scale 

horizontally, it uses eventual consistency, which may lead to 

temporary inconsistencies in the data [23]. This trade-off is 

not ideal for the project, as the quality of the insights 

generated depends on the accuracy and consistency of the 

stored data. 

 

IV. IMPLEMENTATION 

A. Building the Sentiment Analysis Model 

To build the sentiment analysis model, a dataset of labelled 

comments and reviews related to the retailers’ brands was 

loaded. This dataset was converted into a parquet file for 

efficient storage and access [33]. The parquet format was 

chosen due to its columnar storage, which improves the read 

and write performance [18], and its ability to compress data 

efficiently, resulting in reduced storage requirements [29]. 

Next, stop words are removed from the tokenized text. Stop 

words are common words such as ‘the’, ‘and’ and ‘in’ that 

often do not carry any significant meaning or sentiment [15]. 

Removing these words helps reduce the dimensionality of the 

data and improve the performance of the model [30]. After 

the removal of stop words, a bag-of-words representation is 

created by converting the filtered words into a numerical 

representation of occurrences of each word in the text. The 

bag-of-words representation enables the model to quantify 

the relationship between words and sentiment [30]. 
 

Finally, the Inverse Document Frequency (IDF) is 

calculated for the words in the bag-of-words representation. 

IDF is a measure that helps to identify the importance of each 

word by considering its frequency across all documents [16]. 

The IDF values are then combined with the raw word 

frequencies to generate a weighted feature vector for each 

text, which serves as the input to the sentiment analysis 

model. By applying these pre-processing steps, the data is 

transformed into a suitable format for training and evaluating 

the sentiment analysis algorithm. The choice of the 

appropriate algorithm depends on the dataset and the specific 

requirements of future tenants. In our context, the Naive 

Bayes algorithm was used for sentiment analysis due to its 

simplicity and effectiveness in handling text data [21]. The 

algorithm was then trained, saved, and evaluated using the 

Area Under the Curve (AUC) score to assess its performance. 

 

B. Consuming Data from Kafka 

The data ingestion pipeline starts with consuming the 

streaming data from Reddit that has been published to Kafka 

by the Reddit data extraction component. A Kafka consumer 

is implemented to subscribe to the appropriate Kafka topic 

and consume the incoming messages containing the Reddit 

data. 
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Apache Spark is employed to process the consumed data 

efficiently. Spark Streaming, a component of Apache Spark, 

is specifically designed for processing real-time data streams 

[9]. It ingests the data from Kafka and processes it in micro-

batches, enabling near real-time data processing [9]. A Spark 

object was created, which is essential for processing the 

streaming data coming from Kafka. Spark is used to clean the 

dataset and perform sentiment analysis before storing the 

results in the PostgreSQL database. 
 

The function built for the above purpose took two inputs: 

the environment (either production or development) and the 

application name. Based on the provided environment, it sets 

the appropriate configuration for the Spark object. If, in a 

production environment, the Spark object is set to use the 

’yarn’ cluster manager, while in a development environment, 

it runs in ’local’ mode on the developer’s machine. This 

ensures that the appropriate resources are utilized according 

to the environment the project is running in. Additionally, the 

function configures the Spark object with necessary packages 

and settings, such as the Kafka and PostgreSQL connectors, 

to allow seamless integration with these external 

components. It also ensures that the streaming process can be 

stopped gracefully when required [10]. Upon successful 

creation of the Spark object, it is returned to be used in the 

data ingestion pipeline. In case of any errors during the 

process, appropriate error messages are logged to help 

identify and resolve the issues. This way, the function ensures 

that the Spark object is properly configured and ready to 

handle the streaming data coming from the Reddit comments 

for sentiment analysis. 
 

C. Data Pre-processing with Spark 

After consuming the data from Kafka, the next stage in the 

pipeline is data pre-processing. The raw text data from Reddit 

needs to be cleaned and transformed before sentiment 

analysis can be performed. Apache Spark is used for the pre-

processing stage, leveraging its in-memory processing 

capabilities to efficiently process large volumes of streaming 

data. The pre-processed data is structured as a ‘DataFrame’, 

a distributed collection of data in Spark that allows for 

optimizations in various data manipulation tasks [2]. Some 

data cleaning focusing upon removing null values, duplicates 

and invalid characters was then applied. 
 

D. Storing Results in PostgreSQL 

The final component of the data ingestion pipeline is used for 

storing the processed data, including the pre-processed text 

data. A PostgreSQL database is used for data storage, 

offering a robust, scalable, and performant solution for 

handling large amounts of data. 
 

The processed data is stored in a table with a schema that 

includes columns for the original text, the pre-processed text, 

and any additional metadata, such as timestamps or post 

identifiers. This structured storage format enables efficient 

querying and retrieval of the data for various analytical tasks, 

such as generating sentiment analytics for the web 

application. 

 

E. Back-end operations 

A job worker component is created where a connection to the 

data streaming platform (Kafka) is established, and a client 

for accessing the Reddit platform is created. The system then 

initiates a stream of comments from a specified subreddit. As 

new comments arrive, the system processes each one, 

extracting relevant information such as tenant identification, 

text, creation time, user, and campaign identifier. The 

processed comments are then sent to a specific topic on the 

data streaming platform, where they can be further processed 

and analysed. The system continuously monitors the progress 

of the streaming process, updating it every second until the 

specified duration is reached. Once the duration is reached, 

the system stops receiving new comments, disconnects from 

the data streaming platform, and performs clean-up 

operations to release resources. Throughout the entire 

process, the system takes care of error handling and ensures 

smooth execution of the streaming process for the given 

campaign. A connection is established to handle real-time 

communication between the server and the web application 

using a WebSocket. When a new client connects, the system 

logs the connection event. 

 

 

 

 

 

 

V. EVALUATION 

A. Evaluation Criteria 

 
B. Evaluating the sentiment analysis pipeline 

To test with a large volume of data, a script was 

developed to post comments on Reddit using the 

Reddit API. The dataset used for this script was 

downloaded from Kaggle, and the reviews were 

extracted from the dataset. The script posts comments 
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on Reddit using the ‘Snoowrap’ library. Based on this 

dataset, the script could post 24 comments every two 

minutes. The script was run until all fake comments 

were posted. After posting the comments, the latency 

of the system was calculated by comparing the time the 

comment was posted to the time the comment was 

processed by the system. The system maintains a 

consistent latency, with an average processing time of 

1.5 seconds per comment. It is important to note that 

minor fluctuations in latency occur, ranging between 

1.3 to 1.7 seconds. Despite these variations, the system 

demonstrates efficient performance in handling the 

incoming comment load. Processing 24 comments 

every two minutes, the system exhibits the ability to 

process 720 comments per hour. The consistency and 

efficiency of the system’s performance in handling a 

large volume of data within a short time frame validate 

the scalability and real-time capabilities of the 

sentiment analysis system. 
 

C. Evaluation of the sentiment analysis model 

The evaluation of the sentiment analysis model was 

conducted using a Naive Bayes classifier for real-time 

analysis. A methodical validation process, including 

dividing the data into training and test subsets, was 

used to validate the outcomes. The model achieved an 

accuracy of 0.6737, successfully classifying roughly 

67.37 per cent of the sentiments in the test dataset. This 

result, while indicating a working model, also suggests 

room for improvement. An F1 score of 0.7894 

signifies a good balance between precision and recall, 

particularly for positive sentiments, an essential aspect 

in retail analysis. However, an AUC value of 0.5468, 

while acceptable, implies a need for further tuning, 

especially in distinguishing between different 

sentiment categories. Integration with the Data Version 

Control (DVC) system enables ongoing refinement to 

cater to various tenant-specific needs, supporting the 

model's application across different retail 

environments. The findings point to future research 

directions, with the divergence between the F1 score 

and AUC potentially indicating issues with class 

balance or feature engineering. Experiments with 

alternative feature selection, resampling, or model 

architecture could lead to enhancements. Additional 

examination of incorrect classifications may also 

reveal specific areas where the model requires 

adjustment. These outcomes affirm the viability of 

using a Naive Bayes classifier for real-time sentiment 

analysis in online retail and set a foundation for future 

inquiries. The combination of quantitative measures 

and adaptability through DVC presents a holistic 

picture of the model's capabilities and a path for 

increasing both accuracy and efficiency. This 

evaluation contributes valuable insights, informing the 

continuous improvement of a sentiment analysis 

system tailored to the multifaceted and evolving 

landscape of multi-tenant online retail. 
 

 

 

 

VI. CONCLUSION 

In conclusion, the real-time sentiment analysis system 

developed in this project effectively addresses the need 

for efficient and accurate analysis of user-generated 

content on platforms such as Reddit. The system 

demonstrates the power of combining data ingestion 

and sentiment analysis pipelines, leveraging Kafka for 

streaming, Spark for data processing, and various 

machine learning models for sentiment prediction. 

This project not only showcases the potential for real-

time sentiment analysis, but also highlights the 

challenges and opportunities encountered throughout 

the development process. 
 

A. Future Work 

Despite the successes achieved in this project, it is 

crucial to reflect on the limitations and challenges 

encountered. One significant challenge was selecting 

the appropriate machine learning model for sentiment 

prediction. While the Naïve Bayes model performed 

satisfactorily, deep learning-based algorithms are 

known to achieve higher accuracy and F1-score at the 

cost of increased computational expense and training 

time. This trade-off between accuracy and efficiency 

is a recurring theme in the field of sentiment analysis, 

and future work could investigate novel approaches or 

optimization techniques to address this issue. 
 

Another area for improvement is the scalability 

and adaptability of the system to various tenants and 

datasets. The current implementation might require 

adjustments in the choice of model and tuning 

parameters depending on the tenant’s dataset. 

Incorporating a more dynamic and adaptive model 

selection process could help streamline the onboarding 

process for new tenants. Furthermore, the project 

could benefit from a more comprehensive evaluation, 

incorporating more extensive performance metrics and 

comparisons with alternative approaches. A more 

robust evaluation would provide valuable insights into 

the strengths and weaknesses of the current 

implementation and inform future improvements. 
 

Lastly, the integration of additional data sources 

and platforms could significantly enhance the system’s 

versatility and applicability. Expanding the scope of 

the project to include other social media platforms, 

forums, or customer review websites would offer a 

more comprehensive view of user sentiment and 

enable more informed decision-making for businesses. 

In summary, the real-time sentiment analysis system 

developed in this project showcases the potential of 

integrating cutting-edge technologies and techniques 

to deliver valuable insights into user sentiment. 

Reflecting on the challenges and limitations 

encountered throughout the project, there are several 

opportunities for future work, including improving 

model selection, enhancing scalability and 

adaptability, conducting more comprehensive 

evaluations, and expanding data source integrations. 

By addressing these areas, the system could continue 
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to evolve and provide even more significant value to 

businesses seeking to understand and respond to the 

sentiments expressed by their customers in real time. 
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